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Technological Sovereignty:
What are we talking about?

Margarita Padilla







What is technological sovereignty?

Dear Reader, we would like to talk about technological
sovereignty, a concept that perhaps still means nothing to
you.

Wikipedia says that “sovereignty” is the supreme political
power, to be sovereign is to have decision-making power,
the power to make law without receiving it from another. It
also says that it is impossible to understand this concept
without taking into account struggles for power: history
defines the question of sovereignty, what it is and what it
will become, and at any given moment, who is sovereign.

Transferring the question of sovereignty to technologies,
the question we wish to discuss becomes, who has the po-
wer to make decisions about them? About their develop-
ment, about their use, about access and about distribution,
about supply and consumption, about the prestige they have
and their power to fascinate...

[ believe that, with questions of power, there are no
simple answers. Nevertheless, there are desirable and desi-
red horizons. With this publication we hope to pause and
think about the technological horizon we are projecting, to
apply critical judgement and, above all, to share our ideas.

In informal conversations about technologies, friends
often say things like “I just don't understand that”, “I'm not
very good at that”... So I try to shift the focus towards ano-
ther, more political terrain. I firmly believe that what a
single person knows or does not know is not really such a
significant part of an overall approach to technologies.

This shift is already being applied in other areas. For
example, | don't need to personally understand chemistry to



“know” that the air is contaminated. I say “know” in inver-
ted comas because I don't really know it, in the scientific
sense of the word, because I have never myself conducted
an atmospheric contamination analysis. However, I do
“know” it in social terms, because many groups and indivi-
duals that I trust have told me. For me, the belief that the air
is contaminated is a social truth.

Something similar occurs with organic food. I don't need
to go to each and every organic producer to conduct che-
mical analysis of the nutritional value of their produce.
There is a chain of trust, a circuit that makes what I perso-
nally know or do not know irrelevant. I base my ideas on
what this shared knowledge presents as social truth.

In the same way, my horizons in terms of technological
sovereignty are not made up of self-sufficient individuals
who control every last detail of their devices and the pro-
grammes on their computer or mobile phone. It is not
technological individualism (as I understand it, I know, I
keep saying I...). I don't believe that the subject of technolo-
gical sovereignty is the individual (you know, that young,
handsome, intelligent, successful, white man... above all,
because he does not exist).

Where does it happen

As with all other sovereignty, technological sovereignty
is made in communities.

Communities exist, and they are everywhere, unceasin-
gly creating and recreating themselves. Shared flats, neigh-
bourhoods, friends, workmates, professional networks,
extended families... Communities are everywhere.



As with any symbolic construction, communities are not
something you can see with your eyes. They are something
you see with your mind, and feel the bonds with your heart.

This means that in the same situation, a community can
be very real and active for some people, yet totally invisible
to others. This is a real problem because if you don't see
where communities are walking, you run the risk of tram-
pling them. Although often the tech industry does not as-
pire to trample communities, but to control them.

For those of us fighting for technological sovereignty,
communities are a tangible reality. They are there, we see
them and we feel them. Although technology is stereotypi-
cally related to consumerism, elitism, luxury goods and iso-
lated individualism, this is only the vision presented by the
industry and the market. A market that seeks to isolate and
bewilder consumers.

All technology is developed in community. These com-
munities can be more or less autonomous, or more or less
controlled by corporations. The struggle for sovereignty, is
about these communities. Nobody invents, builds or codes
alone, quite simply because the task is such that it would be
impossible.

The premise of a community that aspires to be sovereign
is that all knowledge should be shared, and all individual
developments should be returned to the commons. Know-
ledge grows through cooperation. Intelligence is collective,
and to privatise knowledge is to kill the community. The
community is the guarantor of liberty, which means it is the
guarantor of sovereignty.

The relationship between communities and knowledge
has a long history, and it was not born of new technologies.



For example, in a culture where women are responsible for
attending during other women's births, conserving and
transmitting knowledge about birth becomes fundamental
for the reproduction of life. This means that there will be a
community of midwives, that can be more or less formali-
sed, or, to put it another way, community relations will
form between midwives that relate to the preservation of
practical knowledge. If some power wishes to destroy this
community (this sovereignty), one way to do it would be to
“destroy” the knowledge held in common by that commu-
nity, making it seem useless, ridiculous or out of date. This
could be done through policies that “shift” this knowledge
into hospitals and into the hands of conventional medicine.
If women go to give birth in the hospital they are attended
by doctors, and the community of women is weakened or
disappears altogether (it loses its sovereignty).

Briefly expressed, community, in its most radical form, is
autonomous, self-organised and self-regulated, and it is the
guarantor of sovereignty. If you have a community you will
have freedom and sovereignty. Or even further: it is only
within communities that we can be free and sovereign
peoples.

I hear you say “but poor me, I don't have the time or the
money, and I don't understand technology, and I already
have thousands of other problems in my life... how can I
join a community to make technologies?”.

To “join” a community does not necessarily mean beco-
ming a coder, or going to meetings, or taking on responsi-
bilities. Communities are generous. There are different
levels of involvement and different ways to contribute.

This book aims to offer clues about things you can do,



and we will suggest some of them below. However, there is
one that is more important than the others. It does not take
time, or money or knowledge. Just good intentions.

You can adopt a stance that contemplates the value of the
community.

Continuing the example of the destruction of the com-
munity of midwives, it supposes that there is a social per-
ception that their knowledge has value. The power that
aims to break up the community of women must make
propaganda to devalue the community and give value to the
knowledge of the doctors in the hospital. We all participate
in the social perception of value and how valuable some-
thing is. The individual decision a women makes between
going to a hospital to be treated by a doctor, or giving birth
at home being cared for by another woman, is taken in a
social context that will “judge” (assign value to) one or other
decision as being the “right” one.

We are not talking about economic, practical, commer-
cial or market value, we are talking about social value. If you
contemplate value, you are giving and taking value.

For example, although men will never give birth, their
vision of the value of the community of women attending
births is very important. If they take the position of seeing
its value, they are giving that community more legitimacy
and more sovereignty.

Therefore, in addition to all the practical things that you
can do, your point of view can make the communities
stronger, and in that way, you are already contributing.

Why is this important?

Antonio Rodriquez de las Heras says that technology is
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to culture what the body is to life.

Just as the human body protects genetic life (the “first”
life), technology protects cultural life as it emerges from
human beings (the “second” life).

Just as the human body, with its marvellous complexity,
is an impressive adventure over thousands of millions of
years, that began when a tiny membrane began to protect a
genetic message in the most changeable of environments; so
technology is developed and grows more complex to protect
this other vital message that is born of human beings: that
of culture.

Technology, from fire or flint to the monumental
constructions that we use everywhere, almost without no-
ticing, is the body of culture. Without technology, there
would be no culture.

The relationship with technology is paradoxical. It al-
lows you to do more things (autonomy), but you depend on
it (dependence).

You depend on those who develop and distribute it, on
their business plans or their contributions to social value.
And you change with it. Are Whatsapp and Telegram not
changing the way we relate to each other? Is Wikipedia not
changing culture of the encyclopedia? And you change it
too, in turn.

Which is why it is so important to keep open the collec-
tive question about what technological horizons we desire
and how we are building them.

How to value it

In the boom of the financial crisis and a culture of obli-
gatory business ventures, the technology industry, on which
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the power of communities is not lost, began to use partici-
patory architectures to take advantage of collective intelli-
gence and obtain market value.

This market supply deals all the time with other styles of
cooperation, in a hot-bed of tendencies that mark the epi-
sodes in the struggle for technological sovereignty.

The technology industry wishes to naturalise its prefer-
red choices. It wants you to stick to its products and services
without asking questions.

Thus, to resist technological submission, I propose that
in your technological choices, you value the following:

Comfort should not be the only criteria. It is more com-
fortable not to separate your garbage. It is more comfortable
to take the car and drive around the corner (assuming there
will be parking, of course). It is more comfortable to eat fast
food... However, we don't always do that, because comfort
is not always the best criteria. And with technologies it is
the same.

Be aware that gratitude is not the only cost. It is good
that there are free public services, which is a way of saying
that they are paid for by everyone, in a common fund. It is
also good to exchange gifts, for free, that we pay for as a
way of showing gratitude and love. However, when we talk
about technology industries, free is just a strategy to get
greater profits by other means. Such freeness comes at a
high cost, both in terms of loss of sovereignty (as we remain
at the mercy of whatever industry wants to “give” us in any
given moment), but also in environmental and social terms.
Saving a photo in the cloud, to give a simple example, has
environmental and social costs, since in order to save it
there must be a server on at all times, the “motors” of which
consume electrical energy, etc. That server perhaps belongs
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to a company that does not pay taxes in the place where the
person saved the photo lives, and is therefore extracting
value without contributing to the commons, etc. Everything
costs something. We should therefore perhaps think of this
kind of “gratuity” as indirect costs that will hit somewhere
else.

What can you do

No one lives in absolute technological sovereignty. So-
vereignty is a road to be walked. However, we cannot ac-
cept that, since we cannot do everything, we should not do
anything.

There are many things you can do. Of course, you could
use more free software. In this publication you will find
many proposals for free programmes that function perfect-
ly. You could also actively participate in a community. Ho-
wever there are many other things you can do:

If you have concerns about your technological practices,
share them, discuss them, help them to circulate. Techno-
logical practices are not individual issues. They have a social
dimension that we should make into an issue. Technologies
should be on the collective agenda, just like health, work or
political participation. We need to talk about technologies.

If you are part of a group, don't assume that all the
members are willing to use all the computer programmes or
internet services that you use. When I participate in a group
and, without any discussion, someone proposes we have a
Skype or a Hangout, I realise that the person proposing it
has not considered that there might be people who don't
want to open a Skype or Gmail account. It is as though we

12



wanted to force vegetarians to eat meat because it is more
comfortable (or cheaper or whatever) to make a single plate
according to the criteria of the acritical majority. That
would be unacceptable, no? Well, in the same way, someone
can refuse to use (or be used by) certain services. It is their
right. The decision about which technologies to use is not
only practical, it is also ethical.

If you are an educator, transmit the values of free soft-
ware. Why should we pirate what communities already of-
fer us and that we can share freely? Free software is the
software that practices and defends the values of the com-
munity. If we like public education because it is the com-
mons, should we not want public schools to use public
computer programmes, without licensing costs and privati-
zation mechanisms? Public is not the same as free.

If you have the power to make contracts (such as for the
website of your association), seek out companies in the so-
cial economy that are contributing to the communities. Put
the money that you spend on technologies into circulation
in the communitarian social circuits. In this book you will
find a chapter dedicated to the cooperatives that recombine
social and solidarity economies with technological soverei-
gnty. These cooperatives are grouped in networks of social
economy or local social markets. The groupings have web-
sites where you can find cooperative companies to take on
your work.

If you can programme activities (within your association,
social centre, PTA...), organise awareness raising talks,
workshops or trainings about technological sovereignty.
This is an endless task, that should be ongoing, because no-
body is born with this knowledge. If you don't know who
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could give these talks or workshops, ask the cooperatives.
They will know who could do it. As we have already said,
we need to talk about technologies.

If you have prestige or influence, make technological so-
vereignty a relevant issue on political and critical agendas. If
you don't, read up on the issue in the sections that many
newspapers already have about technologies. Talk to people
about what you have read. Make it an issue. Seek out critical
and reflective perspectives. It is not about chasing the ulti-
mate market tendency, but rather a question of keeping up
to date in the many ongoing political and social debates
about technological sovereignty.

If you have the energy or the capacity for leadership,
promote the creation of groups to fiddle with things, ex-
change knowledge, and enjoy technology in company.
Technologies are also a source of happiness and pleasure.
There are groups that meet to repair electronic toys or small
white goods. Others meet to do sewing with free hardware
components (electronics). Others do creative program-
ming... Technologies are not only for hard work or for iso-
lating people. As we have said before, they are the body of
culture. And culture is far more than just work.

If you are a woman, seek out other women to ask ques-
tions together, about how gender constructions are separa-
ting us from active, creative and leadership relationships
with technologies. The active presence of women in the
construction of technological sovereignty is scarce. There is
a lot of work to be done there. In this book you will find
some references, in the women who wrote some of the
chapters.

And if you do not know where to start, seek help. In ad-
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dition to all the people you know personally, these days we
can enter into communication with people we don't know.
If you see a video that interests you or an article you would
like to go into in more depth, it is likely you can send a mail
to the author. Even if we don't know each other, we can
help each other.

We have edited this publication with the intention of
digging deeper into the diversity and richness and the cur-
rent situation of technological sovereignty around the
world, to present its potential and the difficulties faced.

We hope you find it interesting and that you read it cri-
tically, and help us to improve and distribute it.






Technological Sovereignty:
Learning to love machines again

Alex Haché







The great velvet ball meets the needs of a neighbourhood or a
community: It/she is pink and very nice but it has no mercy. The
people think the ball does not see evil, and that they will be safe, but
it knows very well. It invented it. The ball rrrrumbles as it rolls. It
invented it.!

Science fiction narratives build possible futures, multi-
verses, and generally they build on what has not (yet) come
to be. Each time an “activist imagines the world they are
fighting for: a world without violence, without capitalism,
without racism, without sexism, without prisons, etc. they
are developing a speculative fiction”!. Narratives that unite
us in our circles of affinities and resistance. Narratives that
allow us to assault “the machine™ and start an exodus wi-
thin it. Exercising our capacity to speculate about new, uto-
pian worlds is a proposal for together rethinking
evil_electronics, evil_internet, evil_mobile 'phones, evil_-
satellites.

Giant balls of pink velvet that you can no longer ignore.
Discovering new forms, naming them, dreaming of other,
possible technologies. Technological sovereignty advances
because it is, at once, desire, speculative fiction and alterna-
tive realities.

A 45-year-old father and his 20-year-old son. They seem
to have a good relationship. The son asks his father to film
him with his mobile 'phone, doing something in the sea.
Once, twice, thrice, four times. His father cannot do it and
the son is patient, but surprised at his incompetence. Sud-
denly the father explodes. The beach is silent.

They shout about the rupture of relationships of trust,
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disgust and fear of Facebook and mobile '‘phones. The son
promises to accompany his father better, so he will no lon-
ger be inept, he will become like an alien, typing with all ten
fingers. Analogue generations with specific neural branches,
experimentation and knowledge in three dimensions. This
conversation made me feel alone. I wanted to join in. I wish
these explosions of rage happened more often. I want to see
more people armed with bowling balls smashing the
iphones in every apple store .

We should have other technologies, something better
than what today we call “Information and Communications
Technologies” (ITCs). A mobile phone is a computer, the
computer is already obsolete, dark-screened tablets, watches
connected to the internet that count you while you run,
menstruate and fuck. Devices populated by apps and “ser-
vices” that underrate us. “Long live evil, long live capital!” -
La bruja averia® as the incarnation of the Cassandra syn-
drome®.

We have to confront conversations that tend towards
zero comprehension of how chilling a future where ma-
chines have achieved singularity would be’. We must fight
against the arguments put forward in our communities and
collectives; by friends; in our networks of trust; and in
parks, dinner halls and schools; in social services and hospi-
tals: “it's so practical and comfortable”, “there is no alterna-
tive”, “I have nothing to hide” and “what does it matter if
they are watching us/controlling us? Everything is a disaster
anyway .

Our common spaces are fed by a lack of originality, born
of the neoliberal narratives that accompany each and every
new, commercial technology, as they colonise our minds
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and our desires.

We need to talk a lot more, here and now, about the
psychological, social, political, ecological and economic
costs of these technologies. Not about the freedom to take
selfies in the Google, Amazon® Facebook, Microsoft and
Apple shopping malls, and upload yet another photo to an
instasheet account; but about repression, control, sur-
veillance and the quantification and discretization of life and
resources. In order to have this conversation we call on
those of you who are exploited, sent mad, driven to suicide’,
or killed in the femicides in the borderlands or in the special
economic zones, fodder for a dystopian global technological
ecosystem.

The Technological Sovereignty (TS) that we want is one
which designs, develops, distributes and dreams technolo-
gies that offer well being and good living, those which do
not perpetuate or create more injustice. It creates its own
version of the ethical and political food sovereignty revolu-
tion, which seeks the production and consumption of fair
and local food. We can learn from this analogy, and food
sovereignty -v- technological sovereignty was what we tal-
ked about in the first volume.

In this dossier, we continue to present examples of TS,
understood as a speculative fiction applied and situated to
create social and political change. The various contributions
present the inherent tensions that exist between autonomy
and sovereignty, contribution and sustainability, appro-
priation by capitalism -v- evolving, appropriate and femi-
nist technologies.

On the way we lost two important contributions.

One article about the ex-centric self-organisation of
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health, the decolonisation of our bodies and the field of ex-
perimentation around technologies for health, sexuality and
care: TS cannot only be software and hardware, it must also
be wetware as a space for resistance!® against the pharma-
medical industrial empire.

We also wanted to go into the little-known history of a
number of visionaries of TS in greater depth. From a pers-
pective of curiosity and rebellion they have made the Inter-
net reach places where it was not supposed to reach, to defy
the apartheid state, reinforce clandestine communities, and
show that it is possible to create beautiful technologies,
adapted to their environment. Voja Antonic!! (Yugoslavia),
Roberto Verzola!? (Philippines), Onno Purb!?® (Indonesia)
and Tim Jenkin!'* (South Africa) have been very generous in
sharing their context, motivations and inspirations with us.
They have shown us that TS is made up of many layers, af-
filiations and imaginations.

In terms of how the TS panorama has evolved since the
last book, we would highlight the following:

Today, everybody uses open source code, including Fortune 500 com-
panies, governments, major software companies and start-ups. Sha-
ring, rather than building proprietary code, turned out to be cheaper,

easier, and more efficient. This increased demand puts additional strain
on those who maintain this infrastructure, yet because these commu-
nities are not highly visible, the rest of the world has been slow to no-
tice. Most of us take opening a software application for granted, the
way we take turning on the lights for granted. We don'’t think about

the human capital necessary to make that happen. In the face of un-
precedented demand, the costs of not supporting our digital infrastruc-
ture are numerous.

This research, entitled Roads and Bridges', highlights
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how large companies are taking advantage of the digital
commons and giving little or nothing back in return.

In the previous book we already indicated that being part
of the free-software/open source world was not enough to
make TS. Similarly, being part of TS does not necessarily
mean that all the participants are working together to de-
velop liberating technologies. TS initiatives need to build
more just and sustainable communities, where all the parti-
cipants know how to work with diversity and inclusion, and
with an understanding of privilege and power dynamics.

The Coconut revolution'® and the ecology of freedom
according to Murray Bookchin reminds us that appropria-
ted technologies are the ones that are developed in a com-
munity that chooses the level, or grade, of technologies it
needs, and takes into account the development processes
and ways of doing things, in order to advance towards libe-
rating technologies.

With these ambitions, we highlight new contexts in
which the concept of TS has become popular. For example,
the Framasoft association in France has developed an am-
bitious plan of action to de-googlize!” the internet, and their
book Digital: taking back control'® relates resistance prac-
tices that combine sovereignty, autonomy and new forms of
collaboration. In Catalonia there have been Technological
Sovereignty congresses'’, the Anti Mobile Congress*® and
the Social Mobile Congress?!. These events raise awareness
and create action networks to develop technologies based
on different paradigms.

The concept of TS has also been taken up by some public
institutions related to the “rebel municipalities”2. The pro-
motion of hybrid public-civilian formats that offer more
support to TS might ring alarm bells, but it could be a call
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for celebration.

Imagine if public money were freed up to maintain our
digital infrastructures and offer, for example, alternatives to
Google services from a non-commercial perspective, hos-
ting data in a decentralised way in architectures that incor-
porate the right to privacy and encryption by default into
their
design. This could be a line of action where the public ad-
ministration and civil society could mutually support each
other.

For that we must offer more support to the small and
medium-sized communities that develop appropriated
technologies and TS, so that they can continue to provide
technologies to those communities that need them. Tech-
nologies that are as beautiful and unique as multicoloured
butterflies. A powerful example of that is the work of Ate-
lier Paysan®® (“the farmer's workshop”), a network of far-
mers that has spent years designing machines to work the
land and the fields, exchanging their designs and know-
ledge.

In any case, for these alliances to function, the institu-
tions need to lose the disdain they feel for small initiatives
developing grassroots TS. To achieve TS we need to call on
and involve all levels: the micro, the middle and the macro.

The future does not look good, and that is why we be-
lieve that TS can help us to counter the individualism en-
couraged by global capitalism.

No one should feel alone. No one should feel they are
going through it alone. Friends are scared, anxieties are on
the rise, and the space for freedom is shrinking. At the same
time, unconnected people converge in a cold, grey place,
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supporting an initiative for local computing. They want to
understand what is happening, sit down with us to talk
about technologies, share their practices, formulate their
questions, exorcise their fears. This is happening in many
places.

There are more and more messages arriving calling for
ways to get past connected violences. They have taken
down my web page, censured the content, harassed, insul-
ted, blackmailed... The attacks are incessant, boring, dange-
rous, creative. There is no longer freedom of expression on
the internet, only levels of privilege when it comes to being
able to shout the loudest.

This is what we said to each other some months ago
when I met with some dear friends to think about how to
approach the issue of appropriated technologies together, as
a resonating echo of that utopian horizon towards which
we want to walk. We still want to go to that place where
they speak unknown languages, vocabularies that do not
exist, grammars that don't fit together.

To be able to name phenomena that are not yet among
us, but which prefigure us, and sometimes, transfigure us.
Our narratives become speculative fiction, generating ideas
and memes that travel across time and space to become an
alternative technological ecosystem, in which we don't have
to sacrifice our fundamental rights: freedom, privacy, secu-
rity, communication, information, expression, cooperation,
solidarity, love.

“A self-fulfilling prophecy is a prediction that, once made, is, in
itself, the cause of making it become a reality.”
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They feed us with dystopian futures: news, series, films
and books from the society of the spectacle. These pierce us
and paralyse us, we only see blurry images of gadget tech-
nology. The shitty future is now, which means we believe
that the only way open to us is to sacrifice our freedoms to
feed a technological machine that speaks to us of innova-
tion, creativity and participation to improve their power to
quantify us and turn us into singular units, parts of social
groups within patterns that no one understands any more.
Closed algorithms processing inside proprietary black boxes
are demonstrating their growing capacity to influence us.

Dystopia is easy. Its perversity lies in its lack of imagina-
tion, and its potential to create culture and representations
of the future based on negative loops: more discrimination,
more machine singularity, more injustice based on algo-
rithms, the new weapons of math destruction®*. Dystopia closes
us into a great loop of cynicism and the belief that techno-
logies are what they are and that we can do nothing to have
others. These narratives are self-fulfilling prophesies and it
has been more than proved that if we call on the Termina-
tor” in the end he will come.

The Internet is dying, the world wide web is shrinking. In
my self-prophesizing utopian fiction there are worlds that
reconnect thanks to the electromagnetic spectrum, waves
that vibrate around us and are part of the commons. People
rethink the technological infrastructures that they need,
they develop them, audit them, test them, maintain them,
transform them and improve them.

I wake up in the morning, the smartphone no longer
sleeps at my side, almost no wifi passes through my house.
The coffee machine and the refrigerator are free from the

26



internet of things, they do not connect to Starfucks + Mono-
santo to send my consumer data. On the table there is a ta-
blet built to last for life. All my devices are encrypted by
default and come from a local factory a few kilometres
away.

Some years ago, some biohackers popularised the use of
bacteria and trace elements for storing digital information.
Moore's law was broken. Planned obsolescence was made
illegal. The cycles of war, hunger and injustice created by
the extraction of minerals and the mass production of tech-
nologies, gradually disappeared. At school we generated
encryption keys: in Primary School using antiquated tech-
nologies like GPG, and later using processes based on the
analysis of our sound imprint when having an orgasm.

I can configure my own algorithmic agent so my data
will only be shared with who I wish it to be shared with.
The friends of my friends make up a network of networks
of trust and affinity; between us we often meet to share our
ideas, resources and needs. I activate my wind, light and
water capturers in order to generate all the energy I can.
This lifestyle frequently requires my presence away from
the screen; I am not always connected. There are no longer
technophobes and technophiles, because no one gives tech-
nology that much importance any more. It has gone back to
the place it should never have left.

There are so many worlds left to be created. To bring
down the alien capitalism we must imagine futures that are
not dystopian, futures where playing at creating our appro-
priated technologies is something common and happily
mundane.
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1 Speculative fiction workshop on feminist technologies, organised by
Cooptecniques during the 2017 edition of Hack the Earth in Calafou
(http://cooptecniques.net/taller-de-escritura-especulativa-tecnologias-
feministas/)

2 Octavia's Brood: Science Fiction Stories from Social Justice Movements,
Walidah Imarisha, adrienne maree brown, editors.

3 Sal de la mdquina. Superar la adiccién a las nuevas tecnologias, Sergio
Legaz, author and Miguel Brieva, artist and member of the editorial council of
Libros en accién.

4 https://www.youtube.com/watch?v=vN'WAFApQDIc

5  LaBruja Averia (“The breakdown witch”) is a character from the 1980s
spanish children's TV show La Bola de Cristal (The Crystal Ball) which
contained frequent puns about electronics and anticapitalist slogans.

See :https://www.youtube.com/watch?v=RnOBdhi3hnE

6  https://www.youtube.com/watch?v=0jFpPN2xmSI

7 https://en.wikipedia.org/wiki/Technological_singularity

8  Amazonians speak about amazon, https://bestbits.net/amazon/

9  Foxconn, The Machine is Your Lord and Your Master,
https://agone.org/centmillesignes/lamachineesttonseigneurettonmaitre/

10  https://gynepunk.hotglue.me/

11  https://en.wikipedia.org/wiki/Voja_Antoni%C4%872
https://archive.org/details/20140418VojaAntonicTalkHack TheBiblioCalafou
https://hackaday.io/projects/hacker/65061
https://twitter.com/voja_antonic?lang=es

12 https://rverzola.wordpress.com
https://wiki.p2pfoundation.net/Roberto_Verzola

13 http://www.eldiario.es/hojaderouter/internet/Onno_W-_Purbo-
wokbolic-wajanbolic-internet-wifi_0_520048966.html
https://twitter.com/onnowpurbo
https://www.youtube.com/watch?v=b_7c_XDmySw

14 Talking to Vula: The Story of the Secret Underground Communications
Network of Operation Vula, Tim Jenkin, 1995. The Vula Connection: Film
documentary about the story of Operation Vula , 2014:
https://www.youtube.com/watch?v=zSOTV{Ne54A

Escape from Pretoria https://www.youtube.com/watch?v=0WyeAaYjlxE

15  https://fordfoundcontent.blob.core.windows.net/media/2976/roads-and-
bridges-the-unseen-labor-behind-our-digital-infrastructure.pdf

16 https://en.wikipedia.org/wiki/The_Coconut_Revolution
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17 https://degooglisons-internet.org/

18 https://framabook.org/docs/NRC/
Numerique_ReprendreLeControle_CC-By_impress.pdf

19  http://sobtec.cat/

20 http://antimwc.alscarrers.org/

21 http://www.setem.org/blog/cat/catalunya/mobile-social-congress-2017-
28-de-febrer-i-1-de-marc

22 https://bits.city/

23 http://latelierpaysan.org/Plans-et-Tutoriels

24  Cathy O'Neil: Weapons of Math Destruction: How Big Data Increases
Inequality and Threatens Democracy, 2016

25 http://terminatorstudies.org/map/
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Part 1:

Characterising Technological
Sovereignty initiatives






Code is political, algorithms are
weapons of math destruction:

Benjamin Cadon







We hear a lot about them, but we never see them. What
are these algorithms? These invisible and tantalizing crea-
tures that slip into our minds and inhabit our pockets.
What are their intentions?

Formally speaking, an algorithm is nothing more than an
inoffensive series of operations fed by data to produce a re-
sult. Nevertheless, they automate the resolution of a set of
complex problems? and that is how some of them become
high level Artificial Intelligence, thanks to companies that
stuff them with data, kindly provided by us for free.

A bestiary? of algorithms

There is no comparison for knowing what they eat and
identifying and better understanding their role in a society
of informaticized humans. They were not born of an elec-
trical spark at the bottom of a sulphurous sea of data. Their
progenitors are the human beings who write the lines of
code that produce a programme that carries within it a po-
litical and social project dictated by a public or private
Sponsor.

Algorithms are never “neutral” or impartial. They focus
on carrying out the mission assigned to them, usually by
western males from the higher classes, cradled by capita-
lism.

It is also important to mention that a stupid algorithm
fed with lots of good data will be more successful than the
famous artificial intelligence, even if the latter has sharper
claws. How can we not cite those American ogres, the GA-
FAM (Google, Apple, Facebook, Amazon and Microsoft) or
BATX, their alter-egos on the other side of the Pacific (the
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Chinese giants: Baidu, Alibaba, Tencent and Xiaomi). Their
metabolism is based on the collection, with our help, of the
maximum amount of data about our smallest acts and ges-
tures, “increasing” our day-to-day with a large number of
mobile apps and connected objects which are supposedly
meant to make our lives easier.

Algorithms that eat our personal data

The resulting algorithms are polymorphous. They have
grown, observing us from afar, spying on our activities on-
line, and the places we frequent most. They then rose above
our interactions in order to better determine who had au-
thority, ignoring the logic of popular voting and classifica-
tions based on merit.

Then, in a third moment, they entered our digital inti-
macy, analysing the quality and frequency of our exchanges
in order to assess our reputation and trace our affinities.

Finally, they hide from view in order to better predict
the tiniest of our desires, in order to be able to shape them.

These different generations of algorithms still live toge-

To one side Above Within Below

Audience Google PageRank, | Number of friends | Recommendations

measurement, Digg, on Facebook, on Amazon,
Example Google Analytics, | Wikipedia Retweets behaviour based

advertising tabs on Twitter, advertising

notes and opinions

Data Visits Relationships Likes Tracking

X Representative Votes census, Social networks, |Implicit individual
Population samples communities affinities, behaviours

declarative
Type of Vote Classification Benchmark Machine Learning
calculation by merit
Principle Popularity Autorithy Reputation Prediction
4

According to Domenique Cardon in “A quoi révent les algorithmes”
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ther, side by side, and are easily recognisable in that they
very efficiently provide us with many services. They try to
make us pay our “digital dividend™ because they discretize
our existence, cutting it into the finest possible slices, in or-
der to extract all monetizable information®.

Every State breeds a terrifying ogre that works in sur-
veillance. The interests of this ogre frequently mix with
those of its friends the commercial ogres, as it shamelessly
raids their stores, with their approval’. Its insatiable appe-
tite leads it to stalk those places with the most data traffic. It
is assumed that it should be able to find a terrorist in a
haystack, although it often suffers from myopia and obesity,
proving more efficient at stealing political and industrial
secrets than at trapping the bad guys before they take ac-
tion.

Algorithms that eat public data

The different administrative strata of the forces of order
also cultivate flowering gardens of many-flavoured data:
biometric, fiscal, environmental, urban, professional, or
even linked to health.

Apparently neutral and objective, the public algorithmic
creatures would be the solution to inequalities in treatment
in the face of the arbitrations of some civil servants. Never-
theless, they can turn entire families into Kafkaesque insects
hanging from the typewriter in the film Brazil®. In fact, it is
they who determine which school our child should go to,
whether you can benefit from social subsidies, what jobs
you can apply for, and if your menstrual cycle is ripe to
procreate.

The traders in personal data kindly offer to help public
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bodies to digitalise and clone the most beautiful plants in
the public garden, be they cultural flowers or medicinal
herbs. Like the traders, the forces of order pass from obser-
vations to predictions, and not only to optimise garbage
collection, but also send police forces to where there is the
highest possibility that a crime will be committed, thanks to
their algo-dogs, PredPol CompStat or HunchLab’.

Algorithms that eat money

Thomas Peterfty is a financier who dedicated himself to
replacing the brokers and their manual operations with au-
tomated machines. In 1987, on seeing that the number of
orders placed by Peterfty was surprisingly high, those in
charge of the markets sent an inspector, who, where he ex-
pected to find a room filled with white men shouting and
sweating, found nothing more than an IBM computer
connected to a singe official Nasdaq terminal'®. So it was
that in 1987, algorithms were launched onto the financial
markets.

These days, algo-trading is everywhere, and the serene,
algorithmic blinking of the information networks has re-
placed the hysterical traders. However, even these digital
financial creatures have allowed themselves to been overta-
ken by high-frequency algo-traders, which move at the
speed of light. They build routes to arrive at the sale faster
than the others!!, making profits with every operation.
They currently find refuge in the many “dark pools” that the
banks have been able to create thanks to the paradoxical re-
laxing of regulations. In the lucrative comfort sometimes
seen in the “Flash Crashes”'?, the diversity of algorithmic
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species increases (Blast, Stealth, Sniffer, Iceberg, Shark, Su-
mo,..."%) on a par with the complexity of their strategies,
making the “markets” more and more illegible and uncon-
trollable, even though the assumption is that they are regu-
lated by the stroke of invisible hands.

Evidently, this all impacts on what we call “the real eco-
nomy’, that is to say, people's lives. For example, when Sy-
rian pirates compromise the White House's Twitter
Account and post an alarmist tweet that is immediately read
by the algo-trader robots, causing the stock market to fall
136 billion dollars in just 3 minutes'.

A new algorithmic creature has emerged in the finance
jungle, in the form of a worm that duplicates in all the re-
ceiving computers and gets fatter as it is used, devouring, as
it passes, an impressive amount of electricity'. It is called a
“blockchain”® and it has made itself known through “Bit-
coin”, the first dematerialised crypto-currency to pass
through a central banking body attached to a State. Today
bitcoin is worth 28 billion dollars!”.

Luckily, initiatives like Ethereum!® have allowed the
worms to mutate so that not only do they register transac-
tions, but they also drive databases and “intelligent” appli-
cations (“smart contracts”). This encourages projects such as
DAO" (Decentralized Autonomous Organisation), a de-
centralised investment fund with no directors, where eve-
ryone participates in decision making as a function of the
capital they hold. This fund quickly found itself surrounded
by different investors, to the tune of 150 billion dollars.

Nevertheless, a malicious joker managed to get away
with a third of it, by exploiting a fault (they call it a feature)
in the code, irreparably marked on the body of a DAO hos-
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ted by Ethereum. Will it be necessary to cut out the rings of
the sick worm? Or kill it to create a new one? The latter is
the solution that was adopted to enable investors recover
their money, following many “political” discussions, despite
the fact that they work from the libertarian principal that
“the code makes the law”. This raises important legal ques-
tions, particularly for defining responsibility in a distributed
network? or imagining forms of governance for this “code”
that, in some domains, is replacing the law in the U.S.

There are other algorithmic creatures that are fans of
money and which seek to replace the work of human
beings, maximising productivity and costs and thus contri-
buting to a greater concentration of capital. The major
companies understand this well, so Foxcom announces the
replacement of almost all their employees with a million
robots?! or the law firm BakerHostetler contracts ROSS, an
artificial intelligence, to faster study complex legal files??.
The “death of work” has been declared?’, however it seems
that the economic and social regime will barely be able to
sustain it in the (near) future.

Algorithms that eat human brains

The final family to be identified in our bestiary of algo-
rithms are those whose will is to fill the human brain, and
those who, on the contrary, ultimately aspire to replace it.
Artificial Intelligences must be fed with data in order to be
able to replace humans in a wide range of processes. This is
something Google does with its reCAPTCHA?* project,
those illegible images that we are asked to decipher and
transcribe to show the server that we are not robots, but
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rather humans, passing the Turing test in reverse?. The
great innovation with reCAPTCHA is that the fruit of your
responses goes directly to feed artificial intelligence and the
evolution of Google programmes: deciphering text to im-
prove the digitalization of books, identifying house num-
bers to refine mapping, and now identifying images
containing animals or road signs, to make car autopilots less
myopic. The accumulated results are becoming more and
more relevant, and they represent millions of hours of hu-
man labour?®.

In terms of the algorithm that contributes to feeding our
brains, this is, like it's friend the personal data collector, be-
coming ever more elaborate and subtle. We feed its brain
daily with the aid of a search engine that shows us where to
find the right place, the most precise information, the most
emblematic video. At the beginning of 2017, in 92.8% of
cases that search engine was Google. This makes it a cultu-
ral dictator in a totally new hegemonic position (and what
are the competition doing?!). Not appearing within the first
results pages is like not existing. Yet the Google search al-
gorithm is a jealously guarded industrial secret and can only
be countered by the right to be forgotten?’.

From the surrealist experience of the researchers in the
laboratory that is Facebook?$, who conducted experiments
in 2010 on 61 million users, during the U.S. congressional
elections, it is known that controlling political messages has
a direct influence on the people who are made unwitting
guinea pigs, as well as that of their friends, and friends of
friends.

From false news reports that have crushed the truth on
the social networks, ultimately swell the ranks of post-truth.
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What political line do the algorithms that govern content
on our “walls” take? Incorporating solutions to problems of
incitement to hatred and harassment on these platforms too
quickly will place the algorithms and their controllers in the
official position of controlling the morals of a large part of
society.

One might think that to faster reach the point of tech-
nological singularity?’, our digital creatures are crouching in
the shadows and plot to make us servile.

Algorithmic governance®® would be a new mode of go-
verning behaviour, fruit of shifts in our relationship with
the other, with the group, with the world, with the very
sense of the things that have, thanks to or despite the digital
turn, fundamental repercussions on the way norms are
created, and with them, obedience?!.

When an algorithm eats from the human brain, this can
also lead to the clinical death of the human in question. This
can be said of the algorithms that predefine the victims of
killer drones, even if they are piloted by men and women.
How do the algorithms of a driverless car chose the lesser
evil/or number of deaths, when they are involved in an ac-
cident that cannot be avoided? Cyber war flies low over our
occupied networks, each country sharpening its algorithms
to be more and more insidiously lethal than the enemy.

How do we know if an algorithm is bad or good?

Is a bad algorithm one which turns video surveillance
cameras into an army of blood-thirsty botnets that come
down in droves to strangle the servers? Is a good algorithm
one which reminds me of my friends' birthdays? Setting the
criteria is not so simple, because we have to consider inter-
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dependence between algorithms, the data they use and the
intentions behind them. Nevertheless, it can be hoped that a
good algorithm will comply with the following:

+ It should be “auditable” and therefore consist of open
and documented source code;

+ It should be “open” and therefore only feed on sets of
“open data”, that are complete and “harvestable” by others,
which means access should be discriminated and should be
paid for certain commercial uses;

+ It should be “loyal and fair” without the capacity to
create discrimination or injustice (social®?
etc.) nor to damage human beings®*;

« It should be “transparent”® and capable of conducting
systematic audits of its own operations and evolution (if it
has learning or predictive capabilities) and be capable of
subjecting itself to citizen's control;

+ It should be “modifiable” and ready to respond to
complaints that could require changes to the function of the
algorithm.

In this search for algorithmic morality it is also necessary
to mention the “ports”, the APIs (standing for Application
Public Interfaces), which permit these digital creatures to

, gender-based®3,

hunt data from other servers and services, or to place
containers, or lay bait... these APIs can be considered a pa-
tent-pending for industry, a new form of patenting anti-
open-source software. These ports can be opened or closed
at the strategic discretion of the owner, or tolls can be im-
plemented when an algorithm's traffic becomes abundant, if
such monetarization becomes opportune.

In the public sphere and civil society, we can imagine
that the above mentioned criteria of openness, transparen-
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cy, accountability and modifiability might be respected some
day. This is harder to imagine in the lucrative, private
sphere, where data and the algorithms that consume it are
being considered “the oil of the future”®.

Thus a group of American researchers and some “giants”
of the digital world have tried to formulate the “principles

37 and they have met to start an

for responsible algorithms”
encounter about the ethics of artificial intelligence®®. This is
a good way to say to politicians and concerned citizens that
that the private sector can “anticipate and administrate” this
complexity with positive results, so there really is no need
to legislate.

Nevertheless, the issue is not to demand transparency for
the code of the algorithms, but rather for their aims. As
these are not limited to commercial communication, it is
necessary to deploy the law as a means of coercion®. We
can seek comfort in the participatory debate taking place in
France about the “Law of the digital republic” which has led
to the obligation of transparency regarding all algorithms
used by the forces of order®’, or even INRIA's “TransAlgo”
initiative*!
transparency of information robots.

which aspires to assess the accountability and

Sovereign algorithmic futurutopias

So, how do we pass from an algorithmic beast we must
suffer to a pet that we feed? Let us compost some earth-
worms to draw the biotechnological ramifications that drive
men and technology to live in silicon harmony. How can we
take our destinies back into our own hands, retake our
mental autonomy, our technological sovereignty which to-
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day is driven by algorithms in a space of social control.

Code is a political objective, as in this “numerical” world
filled with algo-bots that invade our realities. As political
objects, we can therefore attack with the classic weapons:
militancy, lobbying and awareness raising with the political
power, attempts to influence and deepen regulatory pro-
cesses, and valuing initiatives that contribute to autonomy
and happiness for human kind. It is equally important to
demand a more important role for civil society in the regu-
lation and norms of the Internet, and the adoption of stan-
dards for network technology*’, taking the equivalent of an
article of a country's constitution as an example.

At an individual level, it is necessary, without a doubt, to
“de-googlise” the Internet®*. That means, as the Framasoft
association proposes, to support hosting of autonomous,
transparent, open, neutral services based on solidarity (see,
for example, the KITTENS initiative*), or self-hosting® in
an unambitious mini-server. It is also possible to camou-
flage oneself using end-to-end encryption, although this is
not always adaptable nor possible to adopt (PGP and
emails); and depending on the situation there may be re-
sources to create interference, trying to hide the “true” data
within fictitious but credible data, which a friendly al-
gorithm can provide in abundance.

From the point of view of public power, there is work to
be done, the road to ethical transparency is open, they just
need to be firmly pushed down it. Of course, these days you
need a strange haircut and makeup* to escape the facial re-
cognition systems*’. Biometric files and the linking of public
databases and the digital derivatives of the state of emer-
gency, which is now permanent, invite us to not put all our
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bytes in one basket.

It is also possible to take part in feeding garbage to these
“algo-Al", just like the Twitter users who managed to turn
Microsoft's Al TAY sexist, racist and pro-Hitler in less than
a day*®.

We could imagine instead raising little “algo-ponies” that
would exclaim, with a wave of their multi-coloured manes,
against a background of green fields of data, that “friendship
is magic!”.

Cheesiness aside, it is perhaps necessary to propose a di-
gital intermediary, a “proxy” between us, our data and the
public and private actors that host them. This intermediary
could comfortably host Eliza ["49], my strictly personal Al
that feeds on my activities and preferences to help me better
share data and content, anonymously, giving them to public
bodies as a matter of general interest, encrypting them or
hiding them to escape with my friends who did not manage
to get out of the commercial social networks. Distributed in
everyone's pocket, personal Als could become symbiotic, in
agreement with their tutors, to tell micro fictions to huma-
nity in the political and cultural context, with a view to
building harmonious realities where algorithms, humans,
nature and the inorganic world can cohabit peacefully.

1 This title refers to the book by Cathy O’'Neil: Weapons of Math
Destruction: How Big Data Increases Inequality and Threatens Democracy.
Crown, 2016.

2 In this Isaac Asimov futuristic novel, the United States has converted to
an "electronic democracy" where the computer Multivac selects a single person
to answer a number of questions. Multivac will then use the answers and other

data to determine what the results of an election would be, avoiding the need
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Once upon a time...

There was a city on the shores of a mountain lake. The
city was very dirty because people threw the waste in the
streets; the water ended up in the lake, which became pol-
luted and smelly. More stringent laws were enacted, but
nothing happened despite reprimands and fines; even jail
proved ineffective. The people had become accustomed to
malpractice, they had become addicted to the stench of open
sewers and toxic fumes of burning garbage heaps. Every re-
medy miserably failed. Those who could not bear the situa-
tion any more had packed up and run - others were simply
resigned. After all, they thought, that even if they would act
as they should, as the others would continue to misbehave,
it was not worth doing anything.

Then, one day, a manager arrived in town. He proposed
to help solve the situation, but only if the city government
entrusted him full powers in the matter. If something went
wrong, if citizenship complained, they would give him the
heave-ho. So he obtained a total delegation. The manager
turned entrepreneur and his technical people put many
trash baskets in place and announced a fantastic waste col-
lection game. Anyone could participate: just follow the rules
for separate waste collection and you could win amazing
prizes.

It worked so well that after a few months the city was
clean. But now public transport was in crisis. Wild parking.
Unsafe roads. And there was no public money available.
The manager turned entrepreneur and obtained carte
blanche to handle the other sectors in difficulty. He had the
citizens registered with full name and address on his social
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platform. On it they accounted word for word what they
were doing, and what their friends and acquaintances did,
and people around them. These and many other actions al-
lowed to enter special ranks; players who distinguished
themselves could level up, and gain access to new exciting
rewards thanks to their statuses. A sophisticated system
made that you could accumulate credits in the form of digi-
tal currency on accounts managed by the entrepreneur's
various companies. The list of wrongful actions was conti-
nuously updated. Reporting an illegal action by a neighbour,
for example, entitled the informer to three minutes of free
shopping at one of the entrepreneur's supermarkets; five
minutes if it was an information about a first-time offender.
Digital currency credits replaced traditional money within
the city. Every interaction could be quantified based on cre-
dit, that you could buy and sell: the entrepreneur's bank
took only a small percentage of each exchange.

The city government was dissolved. In its place came a
technical governance by the manager, run as a private or-
ganization, which resulted in a great saving in terms of
time, money and energy. The city quickly became a model
for the whole world. Professionals came from far away to
study the miracle. Everyone agreed on the most notable
feature of the set-up - the true realization of heaven on
earth — that there was no need to think or to choose, since a
magnificent system of notifications was continuously in-
forming all the players about the next moves to be made in
order to gain a reputation. The few dissident voices claimed
that the players were acting like automatically pre-pro-
grammed machines, but as an initially sceptical citizen
confessed, he finally really felt free for the first time in his
life. No one wanted to go back to a time when they were in
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the grip of uncertainty and doubt about what they should
choose.
And so everyone was trained and lived happy thereafter.

Gamification

This story is meant to illustrate the main elements of
“gamification”, one of the implementation formats of digital
governance systems. Its basic mechanism is very simple:
everything that can be described as a problem is converted
into a game, or, rather, in a game pattern. Repeating an ac-
tion deemed correct is encouraged by way of rewards, cre-
dits, access to a higher (hierarchical) level, publication in
charts or records. Seen from a regulatory point of view, this
means that instead of sanctioning infractions, compliance
with the rules is rewarded. The outcome is a system of
norms which is self-conforming and positive, with no ethi-
cal dimension, since the valuation of any behaviour, its
axiology, is determined by the system, and not by a personal
and/or collective reflection on the action itself. Gamifica-
tion stands for the society of performance’.

Loyalty incentives, such as fidelity programs for consu-
mers, for voters, for subjects, have been known for centu-
ries. However, the pervasiveness of interactive digital
connection systems opens new scenarios for mass training
techniques. With it, cognitive delegation morphs into the
delegation of social organization. Automated interaction
procedures are refined by capitalizing on the way users
handle their personal digital tools. Invidiously, participation
in the construction of shared worlds turns into behavioural
drill.
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Our intention is obviously not to argue for a return to
repressive systems. Prohibition and ensuing repression ty-
pically triggers a deepening of the desire for transgression
and therefore amounts to a negative reinforcement mecha-
nism. Prohibition never works. Yet, conversely, not all that
glitters is gold with a positive reinforcement system.
Anyone who has dealt with children knows that rewards are
more effective than “teaching them a lesson”. But then one
often comes to realize that once the kid gets “hooked” to the
award they will want an ever bigger prize, and that there's
no way anything is going to happen unless an even greater
accolade can be anticipated. So often a positive reinforce-
ment system reverts into a punitive system, which reveals
itself as being merely the opposite of an equivalent system
based on rewards.

But education in itself has preciously little to do with
compliance with a given rules, and is has also nothing to do
with obedience. The same old Socrates, in wanting to edu-
cate young people for citizenship by example, did not only
break the rules, but he invited others to be disobedient and
follow their own “Daimon” (daemon, the “inner voice”).
Algorithmic “education” is nothing else than drill training,
and leads to servitude. Although in appearance it can pro-
duce good results in terms of measurable performance, it
certainly does not induce independence, autonomy or res-
ponsibility.

Pleasure

The line between learning and training is razor thin. The
main factor comes down to the organic chemical which
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plays a central role in learning and responding to positive
reinforcement stimuli: dopamine (or more technically “3,4-
dihydroxyphenethylamine”), a neurotransmitter that runs
through the neural paths of our brain. To simplify what is
an extremely complex mechanism, we can say that the sense
of gratification and reward we experience when we manage
to learn something is connected to a release of dopamine. In
general, the performance of enjoyable activities in the psy-
cho-physiological realm (drinking, eating, having sex, get-
ting appreciation, empathy, etc.) corresponds to an
increased concentration of this neurotransmitter. The same
applies, by the way, to the use of drugs.

Learning in all its forms, even in physiological activities,
requires effort, care and attention. Reading is tiresome, just
as is assimilating any new skill. To attain a satisfactory level
with psycho-physiological activities requires effort. The
simplest and less costly way to raise the levels of dopamine
and hence to experience pleasure is to complete a task, or to
perform a given procedure, again and again. Repetition,
iteration of a given behaviour is the formula. It works as a
short-cut.

The emotional development processes take place in the
limbic system, the central and oldest part of the brain. It in-
dicates the presence or the prospect of rewards or punish-
ments to promote the activation of motor programmes
aimed at giving pleasure or avoid pain. Addictive drugs
operate exactly the same way and in the same brain region,
causing feelings of pleasure. Once established neuronal
connections get increasingly strengthened, thereby losing in
plasticity. This kind of connective stiffening corresponds to
a decreased ability to relax the state of pleasant neuronal
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excitation caused by dopamine: in more technical terms, it
occurs by way of a long-term impairment of the synaptic
pathways that connect neurons. Such trails become like pa-
ved roads in our brains, and it takes truckloads of dopamine
to feel pleasure. At each step, the necessary dose has to be
increased. This explains why drill is so effective, and why it
generates addiction. The desire for pleasure related to an
automatism, which amounts to compulsive behaviour,
makes us enter into a repetitive loop getting out of which
becomes increasingly difficult because the neural pathways
that are always excited, will not be able to do anything else
but get more and more powerful with the passage of time:
beat-rhythm-repetition.

The user touches the device. Not once, but many times.
From all the touches - every touch is a beat - comes the
rhythm, which is repeated in many interactions with the
device. Habitual behaviour is manifested in a cycle.

Give us our game back!

We need to approach the concept of cognitive ergono-
mics (from ancient Greek “ergon — nomos”, “rules of the la-
bor”): thanks to the digital media, we can lower our
cognitive load and, for example, and delegate to some device
the task of remembering all the dates and numbers of our
agenda. A very useful support, kind of indispensable - al-
most. We did not need any tuition to be able to use the
phone directory in print. Or even our telephone for that
matter, or how to manage our contacts on a social platform.
Maybe we had at times to ask some geek type among our
friends. We probably don't have a clue how all this stuff
works, but the main thing is that we are able to do with it
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what we want. And to do this, we will have to perform a
series of repetitive actions, or retrace a procedure. We go by
what is in the interface and follow the obvious traces of the
algorithmic procedure laid down by others for us.

The organization of our cognitive system is mainly based
on intuitive faculties and reasoning. Entrusting ourselves to
intuition, we only interpret a context through mental
schemes that are already part of our non-conscious mne-
monic luggage. Cognitive and computational effort is mini-
mal, since we do not think about what we're doing. We act
automatically. Reasoning instead requires substantial cog-
nitive effort, we must dwell on a problem, make hypo-
theses, follow a sequence which requires a slow pace and
full involvement. Intuition allows us to act and to use a tool
without being able to explain its operation, while the rea-
soning can make us able to explain exactly how something
works without necessary being able to use it. A virtuosa
violin player may have no idea how her muscles work, but
she can use them to perfection. Conversely, we may be able
to describe the steps to drive a tractor theoretically by rea-
ding a manual, without being able to actually drive it.

Declarative memory (knowing what, knowing some-
thing) is distinct from procedural memory (knowing how,
knowing a procedure). All the activities we carry out auto-
matically involve procedural memory. When we act intui-
tively we refer to the procedures we learned in the past,
acting out the strategy which seems the most appropriate
for the successful completion of the task at hand. We do not
need to think. It is a question of ecology of resources, like
not wasting valuable computational energy to think about
how to ride a bike if you already know how to ride it. But
when there is no match with our previous experiences, we
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must refer to reason and analyze environmental conditions
before acting: if a tire is flat, we try to take it apart and fix it.
But if we can't manage, we have to ask for help, or tinker
with it otherwise, and create a fresh, not yet applied proce-
dure.

In general, using a digital medium, e.g. a web interface,
on an ongoing, daily basis, means to gradually learn to use it
automatically. And as these interfaces are designed to give
the most user-friendly, intuitive “experience’, it is easy to
see how, through the creation of mental patterns, one can
say that we use them “without thinking”. Even if we switch
to a different make of cellphone while using the same ap-
plications, suffices to identify its icons to go back to the au-
tomatic mode, and type in without looking at the keypad.

Once trained, the mind is able to repeat one the particu-
lar, earlier internal simulations of the action that we want to
complete: intuitive ability is therefore the ability to simulate
a known procedure and acting it out automatically. This
automatism coincides with the execution of the procedure.
From there springs most of the apparent misunderstandings
regarding the educational benefits of the use of digital de-
vices, and about cognitive differences allegedly existing
between “digital natives” and later adopters. A good illus-
tration is provided by the fact that smartphones and tablets
are used in the rehabilitation of patients suffering from
neuro-degenerative afflictions such as semantic dementia.
In their case, since procedural memory is the only kind of
memory left to them, patients are able to master several
functions and use the devices on a daily basis without pro-
blems even though they are otherwise unable to remember
very simple notions.
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“Digital natives” is in itself not a very valid concept,
people born in the television age also can become proficient
computer users, interact socially and engage in interperso-
nal relationships mediated by digital devices, and find expe-
riencing and participating in multimedia interconnected
realities more interesting than the “disconnected” everyday
life. All moderately intelligent human beings can become
“digital natives”. A human brain is very plastic and it modi-
fies itself very quickly when learning procedures, and this is
especially the case with gamification related procedures. But
then, this does not mean that people are consequently able
to comprehend, interpret, analyze, rewrite or teach the
procedural mechanisms they themselves repeat routinely!

The more or less deep dive into a virtual reality penetra-
ting our organic body through the optic nerves generates a
detachment to our environment and a selective inattention
to non-visual stimuli, as well as being addictive. And brea-
king away from the screen, after passing hours that have
seemed to be minutes, can be felt as a real ache. Give us the
game back, even for a moment, just a moment, it was so
fun! It is such a cool separation from the body. Here, it is
the passage of time which constitutes the fundamental pa-
rameter to identify the different types of interaction. When
we are not aware the passing of time, we are probably in a
phase of flow?, of procedural immersion. We are living in a
current, immediate cycle of interaction, an extremely ad-
dictive experience, which we would like never to end.
When on the contrary time is perceived as linear, with ex-
periential stages we are aware of, and which we are able to
stratify, to store and to recall later, we find ourselves in a
time of sequential learning and of applying declarative me-
mory.
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By now, video games have become a fundamental part of
the life of millions of people, who together spend billions of
hours playing on or off-line. In terms of turn-over, the vi-
deo game industry has overtaken all other branches of the
entertainment industry: developing a successful video game,
for instance a MMOG (Massively Multiplayer Online
Game), in which participants connect simultaneously to
play in a world that they create together, can be more ex-
pensive, and then turn out to be more profitable, than to
produce a Hollywood blockbuster. Of course video games
are not all the same but the vast majority are designed to
induce flow. Besides bolstering the dopamine circuit, they
can act on the release of oxytocin, which modulate fear and
anxiety and induces prosocial behaviour, and has an effect
on many other neurotransmitters and hormones.

Many video games are made following the prescriptions
of behaviourism, and in particular the format of the Skinner
box game, designed by the American psychologist Burrhus
Frederic Skinner® in his experiments with rats and pigeons
in the 1930s. Skinner developed a method of learning called
operant conditioning. A particular type of behaviour will be
prompted more successfully, even in the case of humans, by
way of rewards granted in a non-automatic way. Thus, a rat
will receives food if it presses a button, but not always.
Training is more effective in that buttons will be pressed
down more frequently if the positive reinforcement is not
automatic, but possible or probable. A common example
with humans is provided by gamblers at slot machines al-
most everywhere: players know that they will not always
win, if ever, yet they continue to chip in, because the ope-
rant conditioning (‘I can win”) is more powerful than im-
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mediate frustration (“I did not win this time”). Behavioural
training is perhaps the greatest deceit in gamification, and it
is standard to video games and in fact, any other type of
game.

The interaction with digital media needs not necessarily
to be limited to a mere self-training, an exercise in proce-
dural memory and simultaneous intelligence or intuition.
Hacking, the art to “put your hands on”, to take over the
operation of a complex operating system (hard- or soft-
ware), to tweak it and alter its functioning at will certainly
also appeals to the senses. Yet remaining dazed and (not)
confused in front of a screen for a classic and self destructive
“flying to Australia” session of 24 hours or more, until the
body/mind collapses of exhaustion is a typical example of
system-induced self-destructive behaviour abusing the self-
reinforcing dopamine cycle making people forget their own
organic body.

Thus we strongly aim to and advocate to a conscious and
balanced back and forth between various forms of intelli-
gence and memory. Care of the self starts with a careful ob-
servation of personal interactions, with listening to
personal inclinations, this with the aim to be able to find the
pace to suit us, and to be able to set our own rules. In other
words, to create our own interactive “liturgy”.

From self-defense to hacker convivial pedagogy
We do not want to give up on the game, to give up the
pleasure of playing together. Indeed, we think that learning

by playing is one of the finest ways to genuinely layer our
experiences, to make them part of us. “Hands on” be our
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motto: for the pleasure of tinkering with machines, twea-
king devices and systems, and doing it together, this is is the
real joy. This activity in the first person, this pleasant inter-
action (some erotic thrill must be part of the game!) is a pre-
condition of happiness for a hacker playing with technolo-
gical tools.

In the course of our “s-gamificazione” workshops (de-
gamification) we have developed a simple methodology to
move towards a convivial pedagogy, playing with the ma-
chines we like. But then, we first have to get rid of the au-
tomatisms that reduce us to mere cogs of the corporate
megamachines. To us, digital self-defense means above all
to drop the habit of re-acting to gamification stimuli. As a
start we have to change our habits in a conscious way.

It is not possible here to give an account of a typical
workshop, because there is no such thing as a typical work-
shop. In our experience every group of people and every si-
tuation turns out to be radically different from any other.
Also, very personal issues frequently come to the fore, and it
is essential to keep these within the protected area of the
group, away from the limelight. Thus we have tried to abs-
tract the basic steps and elements of our workshops in order
to give an account that runs as one and the same story, yet
retold in many different ways.

The first step is to acknowledge the fact that we are im-
mersed in interactive environments shaped by automatic
devices we did not choose and which do not necessarily
make us feel good.

The second step is to observe ourselves acting as if we
were strangers, with weird habits — to look at ourselves in
the shape of strange animals waiting anxiously for that
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message, getting irritated if it doesn't appear, getting elated
by a like, bouncing when a notification pops up ...

Once we have identified the automatism (stimulus-res-
ponse) that make us behave in a certain way, we focus the
attention on the emotional changes that result from them.
Anger, joy, sadness, excitement, impatience, envy, fear and
many other emotions manifest themselves constantly, often
in combination. There obviously exists an interactive design
of emotion of which we are unaware.

The third step is to tell others, to people we trust, what
we have discovered about ourselves, about our behaviours.
This way we are not disclosing facts about ourselves on pu-
blic notice boards owned by multinational corporation. On
the contrary, we choose our own dedicated spaces and times
to bring out the masks that enliven our personal interactive
liturgy. The bundles of emotions which makes us take the
character of an undecided person, or of a braggart, or of a
shy individual, of a competent expert, and of many other
possible types represents what has settled down in our in-
dividuality - without us noticing. Up to that point the posi-
tions “we answer like that” and “we act like this” - show us
how much we have become enslaved to our own induced
behaviors.

Finally, the fourth step is to compare our stories with
those of others. Very often we find that our compulsive ha-
bits are very much similar to those of our peers, but we also
discover that there exists a great many ways to make a
change — as long as we do really want it.
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1 “The Performance Society”, in Ippolita, In the Facebook Aquarium, INC,
Amsterdam, 2015, p. 23.

2 Flow, or in the zone / in the groove. See Mihdly Csikszentmihdly, Flow:
the Psychology of optimal experience, Harper & Row, New York 1990.

3 A brief introduction can be found in McLeod, S. A. (2015). Skinner -
Operant Conditioning. www.simplypsychology.org/operant-conditioning.html
The classic work is Skinner, B. F. (1953). Science and human behavior.
http://www.bfskinner.org/newtestsite/ wp-content/uploads/2014/02/

ScienceHumanBehavior.pdf
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Keeping technological sovereignty:
The case of Internet Relay Chat

Maxigas







New technologies sometimes manifest a critique of the
existing conditions, but their empowering affordances are
often lost as their features are progressively integrated to
the requirements of capitalism during their subsequent de-
velopment. The history of chat devices is a textbook
example of critique and recuperation in technological cycles.
However, the social history and contemporary use of IRC
(Internet Relay Chat) proves that such historical logic can
be - and is — resisted in some exceptional cases. This case
study does not necessarily recommend IRC as a medium of
communication for activists, but rather seeks to put forward
some theses on the history of technology that could be
found useful in certain situations.!

The systematic study of historical cases may contribute
to the refinement of a taste for critical technology adoption
practices in communities who wish to keep control over the
technologies that mediate their social relations. An appre-
ciation of critique and recuperation in technological cycles
may help to further technological sovereignty (Haché 2014)
over longer time frames, where local efforts could poten-
tially become part of capitalist regimes of oppression and
exploitation over time. A corollary observation is that tech-
nical features may result in crucially different technological
affordances depending on their context of use: this shows
that pure techniques should never be promoted or rejected
in themselves.

Internet Relay Chat

Internet Relay Chat is a very basic but very flexible pro-
tocol for real time written conversations. It has been first
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implemented in 1988, one year before the World Wide
Web. IRC reached the height of its popularity as a general
purpose social media during the first Gulf War and the
siege of Sarajevo (1992-1996). At this time it performed va-
rious functions that were later fulfilled by specialised pro-
grams and platforms, such as dating, following friends or
file sharing. As the population of the Internet grew and
market consolidation set it on the turn of the millennium,
IRC faded from the public view.

However, it is known from seminal studies of contem-
porary peer production communities that FLOSS? develo-
pers (Coleman 2012), hackerspace members (Maxigas
2015), Wikipedia editors (Broughton 2008) and Anony-
mous hacktivists (Dagdelen 2012) use primarily IRC for
everyday backstage communication. While the first group
has always been on IRC, the latter three adopted it after the
apparent demise of the medium. “Why these contemporary
user groups — widely considered as disruptive innovators
and early adopters — stick to a museological chat technology
despite its obvious limitations within the current technolo-
gical landscape?” Currently popular social networking plat-
forms, such as Facebook and Twitter, offer similar features
and appear to be a more obvious choice. I propose that
while IRC use can seem retrograde, it is actually a critical
technology adoption practice that empirically evades, and
analytically highlights the pitfalls of mainstream social me-
dia monopolies.

Recuperation

Critique and recuperation in technological cycles is a
process of integrating societal demands into the capitalist
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system. New technologies sometimes embody a demand for
a better society and a critique of the existing conditions.
While such demands are typically addressed by subsequent
versions of the same technology, the same technology is also
made to conform to the two main requirements of the ca-
pitalist system. These latter two are the preservation of so-
cial peace (i.e. repression), and the intensification of
exploitation (i.e. capital accumulation). It often happens that
the implementation of these two requirements neutralises
the societal gains from the demand originally associated
with the technology.

One aspect or form of recuperation is commodification.
Commodification is when something at some point be-
comes a commodity to be brought and sold on the market.
Commodification targets authentic things, which are often
already perceived to be valuable — for instance as